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ABSTRACT 
In this paper we propose a serial queues model to estimate 
the performance of computer networks with a serial stage. 
First, based on the relationship between the arrival rate 
and the service rate, which may be equal or not, we have 
altogether 13 kinds of working regions. For each region or 
case we deduce the system average response time from 
the equivalent serial queues model according to the arrival 
rate and the service rate. The average response time has 
something to do with arrival rates, service rates and buffer 
size and the relation between these and with the working 
regions. For the verification of the serial queues module 
of the equivalent models, we use the Queueing Network 
Analysis Tool (QNAT) to simulate a couple of serial 
queues and to compare model and simulation. The error 
between model and simulation is 4.18% or 7.06% 
depending on whether the arrival rate is equal to the 
service rate or not. Hence the model of the serial queues 
can predict the average system response time for 
computer networks with serial multi-stage switches. 
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1.  Introduction 
 
As people use the network service to search for 
information from Web pages, hence the rapid increase in 
the number of Web servers. Requesting a particular Web 
page quantity causes an increment in service requests, and 
this situation will bring about an increment in the system 
response time. This is because the loading received by the 
Web page server increases and causes the servicing time 
for each HTTP connection to increase. The growth of the 
servicing time influences the system response time 
directly. If the number of stages of a Web page servicing 
in the server cluster is decreased, then the system 
response time is also decreased [1, 2]. These serial stages 
of computer networks cause the system response time 
mainly as result of network latency, transmission time, 

DNS lookup and queueing time as well as by service time. 
But the network transmission time is usually very hard to 
predict as the transmission time of a network includes a 
router, switches and network circuits and thus every kind 
of process and facility [3]. 
A typical example is taken from one department on the 
university campus which provides only one switch or 
router and already cannot serve the needs of all its 
teachers and students. Hence the sub-network should 
increase the number of switches to provide greater service 
capacity. This, however, generates a serial delay problem 
from the multiple stages. If we can simplify two stages of 
a serial queues, then we can obtain an equivalent queue 
that will help us with a high efficiency of a performance 
analysis of a queueing network. When the users need to 
send Web requests to the Web cluster to gather, these 
requests spread through the Intranet, no matter whether 
the user uses a PC, a notebook or a PDA for the Web 
request [4, 5]. The stage 2 switch connects to the stage 1 
switch and gives the user access by means of parallel tree 
structures. Each sub-tree can be a serial stage as shown in 
Fig. 1 [6]. 

 
Fig. 1 Network connection from multi-stage switches 

 
In this paper we use QNAT to verify the proposed serial 
model. We use the equivalent equation of the serial queue 
for a sub-tree, no matter whether the service rate is equal, 
greater than or less than the arrival rate, because the serial 
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queue can have various working regions. For each 
working region we propose the equivalent model for 
analyzing the system response time of two serial queues. 
The organization of this paper is as follows: In Section 2 
the sub-tree of the network system is represented by a 
couple of serial stages by the M/M/1 queue model.  In 
Section 3 we propose the equations for different cases of 
serial queues in the different working regions. In Section 
4 we use QNAT to simulate serial queues and then 
compare the performance to verify the equivalent 
equations. In Section 5 we draw our conclusions 
according to the results of analysis and simulation. 
 
 
2.  The Serial Queues Representing the Sub-

tree of Computer Networks 
 
In a real Internet system, if all personal computers (PCs) 
want to make use of a network connection, several 
devices are needed, for example a network card, a modem, 
a repeater, a router and a switch. Then the PC can deliver 
the message to the Web server through several stages of a 
serial connection to the Internet. We assume that 
messages from the Internet enter into multi-stage switches 
to reach the Web server. In the sub-tree of the network the 
number of switches and serial connections is “n”, and the 
service rate can be represented as 1μ , 2μ ,…, nμ  
respectively in each switch. We use an equivalent serial 
queue model to represent a typical sub-tree as shown in 
Figure 2. 

 
Fig. 2 The equivalent model of serial queues for a sub-tree of networks 

 
 

Table 1 The definitions and units of the system parameters of the 
queueing model 

Symbol Description Unit 

λ  Web request rate Requests/second

nμ  The n’th server service rate Requests/second

eqμ  Service rate of an equivalent queue Requests/second

nB  The n’th server buffer Number 

)(tEn  The n’th average response time  Second 

)(tEeq
 Average response time of an 

equivalent queue Second 

nK  The ratio of the n’th service rate 
with respect to the arrival rate nμ /λ  

Table 1 shows the definitions of the system parameters of 
the queueing model.  
According to Fig. 2 we try to simplify two serial queues 
into a single equivalent queue with an equivalent service 
rate to provide us with an easy way to analyze a 
complicated network. We also check the accuracy of the 
equivalent equations [7, 8]. While analyzing the sub-tree 
represented by the equivalent serial queue, we first 
assume the following: 
(1)  There is only one job class in the network. 
(2)  The overall number of jobs in the network is 
unlimited. 
(3)  Each node in the network has Poisson arrivals from 

outside. 
(4)  A job can leave the network from any node. 
(5)  All service times are exponentially distributed. 
(6)  The service discipline at all nodes is first come first 

served (FCFS). 
(7)  If the request is blocked by the network, the node 

transfers the request to another node. 
The arrival rate of the first queue is λ  and passes through 
the first queue whose size is 1B  and which has the service 
rate 1μ . The arrival rate then passes through the second 
queue whose size is 2B  and which has the service rate 2μ . 
The request leaves the sub-tree after passing through the 
second queue. There is no rejection and no feedback. We 
can, therefore, try to simplify these two serial queues into 
a single queue under the above-mentioned conditions. The 
equivalent serial queue model is shown in Fig. 2. 
 
 
3. The Derivation of the Equivalent 

Equations for the Serial Queues 
 
When the service rate is greater than the arrival rate, the 
system is at low utilization, and the response time of the 
system is 

λμ −
=

n
n tE 1)( [1]. When the service rate is 

equal to the arrival rate, the response time is 
n

n
n

B
tE

μ2
)( = . 

When the service rate is less than the arrival rate, the 
response time is 

n

n
n

B
tE

μ
=)( . We assume 

λμ 11 K= , λμ 22 K=  when 1K >1, 2K >1, 1K =1, 2K =1, 

1K <1, 2K <1, 1K = 2K  and 1B = 2B , so the total 
combination of the working regions of two serial queues 
can consist of 13 cases as shown in Fig. 3. 
There are several working regions, here called cases, of 
the equivalent serial queue. In case 1 the service rate of 
the first queue is less than the arrival rate, which is a high 
blocking rate. In other words, the service rate of the 
second queue is greater than the arrival rate, which is a 
low blocking rate. If the bottleneck is at the first queue, 
then the system response time is, to a great part, spent in 
the first queue. In this case the response time of the first 
queue is related to its buffer size. If the buffer size is 
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larger, the response time is also longer. The equivalent 
equations for each case are as follows. 

1K

2K

12 =K

11 =K  
Fig. 3 The13 regions or cases of the equivalent serial queue 

 
Case 1. 11 <K , 12 >K , then λμ <1 , λμ >2 , 21 μμ <  
The system response time of the first queue is as shown in 
Eq. (1), 

1

1
1 )(

μ
B

tE =                                                                         (1) 

The system response time of the second queue is as 
shown in Eq. (2). 

12
2

1)(
μμ −

=tE                                                                   (2) 

Because the bottleneck is at the first queue, the system 
response time of the equivalent serial queue is as shown 
in Eq. (1), 

eq
eq

B
tE

μ
1)( =                                                     (3) 

We assume this is a linear system, so we can add the 
average response times of the two serial queues: 

)()()( 21 tEtEtE eq=+                                                           (4) 
We plug Eq. (1), (2) and (3) into Eq. (4) and obtain   
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From Eq. (5) we obtain the equivalent service rate of the 
equivalent serial queue as shown in Eq. (6). 
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By examining Eq. (6) we learn that ( )λμ ,,, 121 BKKfeq =  
We plug Eq. (6) into Eq. (3) and obtain the average 
response time as shown in Eq. (7).  
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Case 2. 11 =K , 12 >K , then λμ =1 , λμ >2 , 21 μμ <  

The system response time of the first queue is as shown in 
Eq. (8). 

1

1
1 2
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μ

BtE =                                                                       (8) 

The system response time of the second queue is as 
shown in Eq. (9). 
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Because the bottleneck is at the first queue, the system 
response time of the equivalent serial queue is as shown 
in Eq. (10).   

eq
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B
tE

μ2
)( 1=                                             (10) 

We assume that this is a linear system, so we can add the 
average response time of the two serial queues: 

)()()( 21 tEtEtE eq=+                                                         (11) 
We plug Eq. (8), (9) and (10) into Eq. (11) and obtain 
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From Eq. (12), we obtain the equivalent service rate of the 
equivalent serial queue as shown in Eq. (13). 
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By examining Eq. (6), we learn that 
( )λμ ,,, 121 BKKfeq =  

We plug Eq. (13) into Eq. (10) and obtain the average 
response time as shown in Eq. (14). 
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Case 3. 11 >K , 12 >K , 21 KK <  then λμ >1 , λμ >2 , 

21 μμ < . 
By using a similar procedure we obtain the equivalent 
service rate and the system response time as shown in Eq. 
(15) and (16).  
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Case 4. 11 >K , 12 >K , 21 KK =  then λμ >1 , λμ >2 , 

21 μμ =  
By using a similar procedure we obtain the equivalent 
service rate and the system response time as shown in Eq. 
(17) and (18). 
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Case 5. 11 >K , 12 >K , 21 KK >  then λμ >1 , λμ >2 , 

21 μμ >  
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By using a similar procedure we obtain the equivalent 
service rate and the system response time as shown in Eq. 
(19) and (20). 
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Case 6. 11 <K , 12 =K ,  then λμ <1 , λμ =2 , 21 μμ <  
By using a similar procedure we obtain the equivalent 
service rate and the system response time as shown in Eq. 
(21) and (22).   
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Case 7. 11 =K , 12 =K  then λμ =1 , λμ =2 , 21 μμ =  
By using a similar procedure we obtain the equivalent 
service rate and the system response time as shown in Eq. 
(23) and (24). 
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Case 8. 11 >K , 12 =K  then λμ >1 , λμ =2 , 21 μμ >  
By using a similar procedure we obtain the equivalent 
service rate and the system response time as shown in Eq. 
(25) and (26).  
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Case 9. 11 <K , 12 <K , 21 KK <  then λμ <1 , λμ <2 , 

21 μμ <  
By using a similar procedure we obtain the equivalent 
service rate and the system response time as shown in Eq. 
(27) and (28). 
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Case 10. 11 <K , 12 <K , 21 KK =  then λμ <1 , λμ <2 , 

21 μμ =  
By using a similar procedure we obtain the equivalent 
service rate and the system response time as shown in Eq. 
(29) and (30). 
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Case 11. 11 <K , 12 <K , 21 KK >  then λμ <1 , λμ <2 , 

21 μμ >  
By using a similar procedure we obtain the equivalent 
service rate and the system response time as shown in Eq. 
(31) and (32).        
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Case 12. 11 =K , 12 <K ,  then λμ =1 , λμ <2 , 21 μμ >  
By using a similar procedure we obtain the equivalent 
service rate and the system response time as shown in Eq. 
(33) and (34). 
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Case 13. 11 >K , 12 <K  then λμ >1 , λμ <2 , 21 μμ >  
By using a similar procedure we obtain the equivalent 
service rate and the system response time as shown in Eq. 
(35) and (36). 
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Fig. 3 shows the service rates of 13 cases or working 
regions of the equivalent serial queue with the equations 
representing the equivalent service rate and the system 
response time.  
 
 
4. The Simulation of Two Serial Queues 
 
We have chosen to use the simulation tool QNAT of the 
computer network to verify our analysis. This software 
has been announced at international conferences [9, 10] 
and has been many times applied in academic research [1]. 
We use QNAT to simulate two serial queues and a single 
equivalent queue and compare their system response 
times. In the first step we simulate the two serial queues 
with the arrival rate set at 100 requests/sec and the service 
rate of the first queue at from 10 requests/sec to 200 
requests/sec. The service rates of the second queue are 
from 10 requests/sec to 200 requests/sec with an 
increment step of 10 requests/sec. The buffer size can be 
established as INFTY. We simulate and compare the two 
system response times from the two serial queues with the 
single equivalent queue. In the second step we use the 
service rates of the single equivalent queue as shown in 
Eqs. (6), (13), (20) and (22) for a single equivalent queue. 
In the third step the service rates are used for the single 
queue and find the system average response time. In the 
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fourth step we compare the system average response time 
with an error between the two serial queues and the single 
equivalent queue.  
For example: When there are two switches in a serial 
network system, the arrival rate is 100 requests/sec and 
the service rate of the first switch 50 requests/sec, and the 
service rate of the second switch is 200 requests/sec. In 
the first step we choose the arrival rate for 100 
requests/sec with respect to the first service rate of 50 
requests/sec (K1 = 0.5), and with respect to the second 
service rate of 200 requests/sec (K2 = 2.0). By using 
QNAT we obtain the system average response time of 
2480.558 ms, which is as shown in Fig. 5. In the second 
step, according to Eq. (7) 
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that the buffer size is 124027.6. In the third step, by using 
Eq. (6) λ
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the buffer size 124027 we obtain the equivalent queue 
service of 49.999 requests/sec. In the fourth step, by using 
the service rate 49.999 requests/sec, we use QNAT to 
simulate the system average response time of 2472.610 
ms, which is as shown in Fig. 6. In the fifth step, using Eq. 
(37) in which “M” and “C” represent the system response 
times of the two serial queues and the single equivalent 
queue respectively, we compute the difference between 
them.  

C
CM

Error
−

=                                                             (37) 

The system response times of the two serial queues and 
the single equivalent queue are 2480.557 ms and 
2472.610 ms respectively. In Eq. (37), |M-C| represents 
the difference of the system response time between the 
two serial queues and the single equivalent queue, and Eq. 
(38) shows the error ratio to be about 0.321%. 

%321.0%100
610.2472

610.2472557.2480
=×

−
=Error                    (38) 

We also use QNAT to simulate a single equivalent queue 
based on the above-mentioned data which are plugged 
into QNAT and obtain the average response time. 
The simulation results are shown in Fig. 4 and 5. There 
are two cases shown in Fig. 4. When λμ <1  we learn that 
blocking occurs at a higher region, and that the average 
response time is about 2500 ms higher. There are two 
cases shown in Fig. 5. When λμ >1  and 2μ >100 
requests/sec, we learn that blocking occurs at a lower 
region and that the average response time is lower. When 

2μ <100 requests/sec, we learn that blocking occurs at a 
higher region, and thus that the average response time is 
higher. Overall, the average error margin is about 7.06%. 
 

 E
(t

):
 S

ys
te

m
 R

es
po

ns
e 

T
im

e 
(m

s)
 

 
The unit of 1μ  is requests/sec 

Fig. 4 The response time comparison between the two serial queues and 
the single equivalent queue using QNAT 
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Fig. 5 The response time comparison between the two serial queues and 
the single equivalent queue using QNAT 

 
The difference between the simulation results of the two 
serial queues and the single equivalent queue narrows to 
become very small, as shown in Fig. 5. When the 
blocking probability is very high, the average system 
response time is also very large. If we want to improve 
the average response time for a single equivalent queue 
by using Eq. (37), we have currently three methods. First, 
we raise the service rates. Second, we reduce the arrival 
rates. Third, we reduce the buffer size. 
When the two service rates of serial queues are unequal to 
the arrival rate, we can see that the average response time 
of the single equivalent queue is very close to that of the 
two serial queues. But at 1K =1 the model shows more 
error.  
When the service rate is unequal to the arrival rate, the 
average system response times of the two serial queues 
and the single equivalent queue are very close. When the 
blocking probability at the first queue is higher, the single 
equivalent queue and the two serial queues show a great 
difference, as shown in Fig. 6 and 7.  
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Fig. 6 The average response time of the two serial queues by using 

QNAT 
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Fig. 7 The average response time of the single equivalent queue using 

QNAT 
 

When the arrival rate is greater than the service rate, the 
buffer size will affect the response time of the common 
system. When the buffer is larger, it can accept a larger 
arrival. If the service rate no longer increases, as a result 
the average system response time increases, thus reducing 
the buffer size can improve average response time. 
 
 
5.  Conclusion 
 
In this paper we propose and compare the difference 
between the two serial queues and the equivalent queue 
representing the serial multi-stage switches in a computer 
network. The simulation results show that the single 
equivalent queue provides a system response time which 
is accurate enough to simplify the computation of the 
average response time of the serial stages. Since the errors 
are small, below 0.11%, we can use easy equations to 
compute the system response time for the two serial 
queues. Furthermore we can observe the system response 

time of a network tree with serial stages. In the future we 
will continue to investigate the equivalent methods in 
parallel and equivalent queues with feedback. By using 
these equivalent methods we simplify the complicated 
queuing network into a couple of major queues; this is an 
efficient way to estimate the overall performance with 
respect to the parameters of the queuing network. 
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